An optimal penalty method for an hyperbolic system modeling the edge plasma transport in a tokamak
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Abstract
The penalization method is used to take account of obstacles, such as the limiter, in a tokamak. Because of the magnetic confinement of the plasma in a tokamak, the transport occurs essentially in the direction parallel to the magnetic field lines. We study a 1D nonlinear hyperbolic system as a simplified model of the plasma transport in the area close to the wall. A penalization which cuts the flux term of the momentum is studied. We show numerically that this penalization creates a Dirac measure at the plasma-limiter interface which prevents us from defining the transport term in the usual distribution sense. Hence, a new penalty method is proposed for this hyperbolic system. For this penalty method, an asymptotic expansion and numerical tests give an optimal rate of convergence without spurious boundary layer. Another two-fields penalization has also been implemented and the numerical convergence analysis when the penalization parameter tends to 0 reveals the presence of a boundary layer.
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1. Introduction
A tokamak is a machine to study plasmas and the fusion reaction induced by the magnetic confinement. The plasma at high temperature (10⁸ K, in the center) is confined in a toroidal chamber thanks to a magnetic field. One of the main goals is to perform controlled fusion with enough efficiency to be a reliable source of energy. But, since the magnetic confinement is not perfect, the plasma is in contact with the wall. In order to preserve the integrity of the wall and to limit the pollution of the plasma, it is crucial to control these interactions. Obviously, if it is possible to simulate wall plasma interactions, it would be significantly easier to optimize the configuration.

Plasma models can be classified into three main classes. First there are the single particle models where we compute the trajectory of each particle, but, as the number of particles in tokamak is of the order of 10²⁰, the computational cost is prohibitive. The kinetic models study the distribution function \( f(x, v, t) \) which represents the density of particles of speed \( v \) located in \( x \) at the time \( t \). The kinetic models have seven variables (in a three dimensional spatial domain) so the computational cost is still heavy. The fluid model is the more approximate one, as it considers that the plasma has the same behavior of a fluid and uses equations similar to Navier-Stokes equations. The fluid approximation seems to be verified for the scrape-off layer (temperature of the order of 10⁴ K) whereas, in the center of the tokamak, a kinetic model is necessary.

To take into account the boundary conditions in the complex geometry of a tokamak, we can use volume penalty methods. These methods consist in embedding the original domain into a fictitious larger and simple domain and to modify the model equations outside the original domain so that the boundary conditions are verified. One advantage of these methods is that we don’t need to use a mesh fitted to the geometry of the domain. But, as we shall see later, in addition to well-posedness issue, the penalty method adds a modeling
2 THE MODEL HYPERBOLIC PROBLEM

error, which needs to be controlled. Such approaches have already been implemented successfully for elliptic and parabolic systems [1], for incompressible or compressible flows [3, 19].

In the sequel, we study, using a fluid approximation of the plasma, a simplified system of equations governing the plasma transport in the scrape-off layer parallel to the magnetic field lines. A penalty method has been introduced by Isoardi et al. [17], which gives interesting results. But the numerical study was incomplete and the fact that the momentum flux is cut inside the limiter may provide a Dirac measure next to the interface. In this paper, after a numerical study of this penalization, we modify the boundary conditions to ensure the well-posedness of the hyperbolic system and we study numerically another penalization which generates a boundary layer. In Section 5, we propose an optimal penalty method which is free of boundary layer, a theoretical result is given for a slightly different problem.

Section 2 is devoted to a presentation of the toy model considered and Section 3 gives the finite volume scheme which is used for the numerical tests provided in Sections 4 and 5.

This work completes the first results presented by the authors in [2].

2. The model hyperbolic problem

At the center of the reactor, the transport along the field lines is almost free of constraint and fast enough to consider that at our time scale, physical quantities are constant along a magnetic field line. This is not the case in the scrape-off layer: magnetic field lines are intercepted by wall components (such as the limiter in TORE SUPRA). When the ions bump into the limiter, a recombination process occurs and transforms the ion into a neutral particle which may be trapped into the limiter or re-injected in the plasma (and re-ionized later). In this paper we consider a very simple model taking only into account the transport in the direction parallel to the magnetic field lines, (see for example [17, 24]). It is a one dimensional $2 \times 2$ nonlinear hyperbolic system of conservation laws for the particle density $N$ and the particle flux $\Gamma$, which reads:

$$
\begin{align*}
\frac{\partial_t N + \partial_x \Gamma}{\partial_t \Gamma + \partial_x \left( \frac{\Gamma^2}{N} + N \right)} &= S_N \\
\text{Initial conditions: } N(0,.) &= N_0 \quad \text{and} \quad \Gamma(0,.) = \Gamma_0 
\end{align*}
$$

(1)

Here, the boundaries of the domain $x = L$ and $x = -L$ correspond to the limiter ones, which are material obstacles for the fluid (see Fig. 1). In the right-hand side, $S_N$ and $S_\Gamma$ are given source terms. This hyperbolic system is similar to the shallow water equations. For sufficiently regular solutions, it can be written in the following non-conservative quasilinear form:

$$
\partial_t \begin{pmatrix} N \\ \Gamma \end{pmatrix} + \begin{pmatrix} 0 & \frac{1}{1 - \frac{\Gamma^2}{N^2}} \\ \frac{\Gamma}{N} & \frac{1}{2} \end{pmatrix} \partial_x \begin{pmatrix} N \\ \Gamma \end{pmatrix} = \begin{pmatrix} S_N \\ S_\Gamma \end{pmatrix} \quad (t, x) \in \mathbb{R}_+ \times ]-L, L[ 
$$

(2)

We note in the sequel $M = M(\Gamma, N) := \frac{\Gamma}{N}$ the Mach number. The eigenvalues of the matrix

$$
\begin{pmatrix} 0 & 1 \\ 1 - M^2 & 2M \end{pmatrix}
$$

are $\Lambda_1 = M - 1$ and $\Lambda_2 = M + 1$, hence $\Lambda_1 < \Lambda_2$ and the system is strictly hyperbolic.

The boundary conditions. there is a difficulty with the choice of the boundary conditions for the system (1) that we describe now. From physical arguments, it follows that the domain (namely the scrape-off layer) is basically divided into two regions [24]:

- One region far from the limiter, the pre-sheath, where the plasma is neutral and the Mach number $M = \Gamma/N$ of the plasma satisfies $|M| \leq 1$. 


3 The numerical conservative scheme

To study numerically the penalty method we need to construct approximate solutions with a sufficient accuracy to obtain a discretization error significantly smaller than the error due to the penalization. As finite volume methods are natural and efficient for conservation laws, we present a second order finite volume scheme. To solve the previous nonlinear hyperbolic problem, we use finite volume methods. We tested several schemes [18, 14], such that Rusanov (modified Lax-Friedrichs), Roe, VFRoe ncv [9, 8, 12] (possibly with high-order extensions).

3.1. General considerations and notations

We consider an hyperbolic system in the general conservative form in 1D:

$$
\partial_t u + \partial_x f(u) = 0 \quad \text{in } \mathbb{R}^+ \times \mathbb{R}
$$

$$
u(0, x) = u_0(x) \quad x \in \mathbb{R}
$$

We provide a semi-discrete formulation of the problem: with a uniform spatial mesh of step $\delta x > 0$. For each $i \in \mathbb{Z}$, $x_i = i \delta x$ is the coordinate of the center of the cell $i$. For each $t \geq 0$ and for each $i \in \mathbb{Z}$, $u_i(t)$ approximates the average of $u(t, \cdot)$ over the cell $i$:

$$u_i(t) = \frac{1}{\delta x} \int_{(i-\frac{1}{2})\delta x}^{(i+\frac{1}{2})\delta x} u(t, x) dx$$

- One region next to the limiter (in a thin layer called the sheath area, whose typical thickness is of the order of $10^{-5} m$), where the electroneutrality hypothesis does not hold and we have $|M| > 1$. More precisely $M > 1$ close to $x = L$ and $M < -1$ close to the boundary $x = -L$.

At first glance, it could seem natural to prescribe $M = 1$ (resp. $M = -1$) as a boundary condition at $x = L$ (resp. $x = -L$) for the system, since the physical arguments imply that $M = \pm 1$ very close to the obstacle (Bohm criterion). However, in that case, since the eigenvalues are $\Lambda_1 = M - 1$ and $\Lambda_2 = M + 1$, it follows that, at the plasma-limiter interface, one eigenvalue is 0 (the boundary is characteristic) and the other one corresponds to an outgoing wave (it is also true at $x = -L$). Thus, the problem (1) does not satisfy the usual sufficient conditions for well-posedness, see [6, 16, 22]: the number of boundary conditions ($= 1$) is not equal to the number of incoming eigenvalues ($= 0$).

In order to test our penalty approach with a well-defined hyperbolic boundary value problem, in sections 4 and 5 we slightly modify the boundary conditions of the paper [17], and impose $M = 1 - \eta$ on $x = L$ and $M = -1 + \eta$ on $x = -L$ with a fixed $\eta > 0$, which lead to a well-posed hyperbolic problem.
3 THE NUMERICAL CONSERVATIVE SCHEME

In this case, the semi-discrete finite volume scheme (of the first-order) has the form:

\[ d_t u_i + \frac{1}{\delta x} (F(u_{i,1}) - F(u_{i-1,0})) = 0 \]  
\[ u_i(0) = \frac{1}{\delta x} \int_{(i-\frac{1}{2})\delta x}^{(i+\frac{1}{2})\delta x} u(0,x) dx \]  

The numerical flux \( F \) is given by the choice of the finite volume scheme which must be consistant, i.e., for all \( \mathbf{v}, F(\mathbf{v}, \mathbf{v}) = F(\mathbf{v}) \).

The VF Roe ncv is described in [8]. We consider that, in each cell, the value of the unknown function is constant. The VF Roe ncv scheme is an approximate Godunov scheme. The linearized Riemann problem used for the evaluation of the numerical flux, is written with non conservative variables. In order to have an entropy preserving scheme, a Rusanov entropy correction is implemented.

The VF Roe ncv numerical scheme is of first-order accuracy for smooth solutions. For our applications, the accuracy may not be sufficient, that is why we proposed a second-order extension based on the MUSCL method (Monotone Upwind Scheme for Conservation Laws, see [25]) with minmod slope limiter. This method allows us to extend some first-order finite volume scheme up to the second-order. The minmod function is defined as:

\[ \forall (a,b) \in \mathbb{R}^2, \text{minmod}(a,b) = \frac{1}{2} (\text{sign}(a) + \text{sign}(b)) \min(|a|, |b|) \]

When \( a \) and \( b \) are vectors, we use the previous definition component by component.

\[ \forall t \in \mathbb{R}^+, (u_i)(t) = \text{minmod}\left( \frac{u_{i+1}(t) - u_{i-1}(t)}{\delta x}, \frac{u_i(t) - u_{i-1}(t)}{\delta x} \right). \]

At the left side of the interface between the cells \( i \) and \( i+1 \), the MUSCL reconstruction of \( u \) is:

\[ u_{i,l}(t) = u_i(t) + \frac{\delta x}{2} (u_i)_x(t) \]

and, at the right side of this interface

\[ u_{i+1,r}(t) = u_{i+1}(t) - \frac{\delta x}{2} (u_{i+1})_x(t). \]

Finally, the spatial discretization using the MUSCL reconstruction reads:

\[ d_t u_i + \frac{1}{\delta x} (F(u_{i,l}, u_{i+1,r}) - F(u_{i-1,l}, u_{i,r})) \]

Obviously, to have the benefits of a second-order spatial discretization, we need to use a high-order time scheme, such as Heun scheme, to solve the problem.

3.2 Application to our problem

In our problem, we consider the non-conservative variables \( N \) and \( M \). \( N^n_i \) and \( \Gamma^n_i \) approximates the mean values of \( N \) and \( \Gamma \) over the cell \( i \) at the time \( t_n \).

The reconstructions of \( N \) are defined by

\[ N^n_{i,l} = N^n_i + \frac{\delta x}{2} (N^n)_x \quad \text{and} \quad N^n_{i,r} = N^n_i - \frac{\delta x}{2} (N^n)_x, \]

where \( (N^n)_x = \text{minmod}\left( \frac{N^n_{i+1} - N^n_i}{\delta x}, \frac{N^n_i - N^n_{i-1}}{\delta x} \right) \). \( \Gamma^n_{i,l}, \Gamma^n_{i,r} \) are defined in the same way and \( M^n_{i,l}, M^n_{i,r} \) reads

\[ M^n_{i,l} = \frac{\Gamma^n_{i,l}}{N^n_{i,l}} \quad \text{and} \quad M^n_{i,r} = \frac{\Gamma^n_{i,r}}{N^n_{i,r}}. \]

where \( (M^n)_x = \text{minmod}\left( \frac{M^n_{i+1} - M^n_i}{\delta x}, \frac{M^n_i - M^n_{i-1}}{\delta x} \right) \).

The numerical fluxes \( f^n_{N,i+\frac{1}{2}} \) and \( f^n_{\Gamma,i+\frac{1}{2}} \) are evaluated thanks to the following expressions:
• Where the entropy correction is not needed:

\[
\begin{pmatrix}
    f_{N,i+\frac{1}{2}}^n \\
    f_{Γ,i+\frac{1}{2}}^n
\end{pmatrix}
= \mathbf{F}
\begin{pmatrix}
    \left(\begin{array}{c}
        N_{i+\frac{1}{2},l}^n \\
        Γ_{i+\frac{1}{2},l}^n \\
    \end{array}\right),
    \left(\begin{array}{c}
        N_{i+\frac{1}{2},r}^n \\
        Γ_{i+\frac{1}{2},r}^n
    \end{array}\right)
\end{pmatrix}
= \begin{pmatrix}
    \Gamma_{i+\frac{1}{2},l}^n \left(t_n^+, (i + \frac{1}{2})\delta x \right) \\
    \frac{N_{i+\frac{1}{2},l}^n \left(t_n^+, (i + \frac{1}{2})\delta x \right)}{N_{i+\frac{1}{2},r}^n \left(t_n^+, (i + \frac{1}{2})\delta x \right)} + \tilde{N}_{i+\frac{1}{2},l}^n \left(t_n^+, (i + \frac{1}{2})\delta x \right)
\end{pmatrix}
\]

where \( \tilde{N}_{i+\frac{1}{2},l}^n \left(t_n^+, (i + \frac{1}{2})\delta x \right) \) and \( \Gamma_{i+\frac{1}{2},l}^n \left(t_n^+, (i + \frac{1}{2})\delta x \right) = \tilde{N}_{i+\frac{1}{2},l}^n \left(t_n^+, (i + \frac{1}{2})\delta x \right)\tilde{N}_{i+\frac{1}{2},l}^n \left(t_n^+, (i + \frac{1}{2})\delta x \right) \) are computed solving the linear Riemann problem written below \( t_n^+ \) is any value strictly greater than \( t_n \):

\[
\begin{pmatrix}
    \frac{\partial t}{\partial x} \left( \tilde{N}_{i+\frac{1}{2},l}^n \left(t_n^+ \right), \tilde{M}_{i+\frac{1}{2},l}^n \left(t_n^+ \right) \right) + \frac{1}{2} \left( M_{i,l}^m + M_{i+1,r}^m \right) \frac{\partial t}{\partial x} \left( N_{i,l}^m + N_{i+1,r}^m \right) + \frac{1}{2} \left( M_{i,l}^m + M_{i+1,r}^m \right) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\end{pmatrix}
\]

\[
\begin{pmatrix}
    \left( \tilde{N}_{i+\frac{1}{2},l}^n \left(t_n^+, x \right), \tilde{M}_{i+\frac{1}{2},l}^n \left(t_n^+, x \right) \right) \text{ if } x < (i + \frac{1}{2})\delta x \\
    \left( N_{i+\frac{1}{2},l}^m, M_{i+\frac{1}{2},l}^m \right) \text{ if } x \geq (i + \frac{1}{2})\delta x
\end{pmatrix}
\]

\[
\begin{pmatrix}
    \frac{\partial t}{\partial x} \left( \tilde{N}_{i+\frac{1}{2},r}^n \left(t_n^+ \right), \tilde{M}_{i+\frac{1}{2},r}^n \left(t_n^+ \right) \right) + \frac{1}{2} \left( M_{i,l}^m + M_{i+1,r}^m \right) \frac{\partial t}{\partial x} \left( N_{i,l}^m + N_{i+1,r}^m \right) + \frac{1}{2} \left( M_{i,l}^m + M_{i+1,r}^m \right) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\end{pmatrix}
\]

\[
\begin{pmatrix}
    \left( \tilde{N}_{i+\frac{1}{2},r}^n \left(t_n^+, x \right), \tilde{M}_{i+\frac{1}{2},r}^n \left(t_n^+, x \right) \right) \text{ if } x > (i + \frac{1}{2})\delta x \\
    \left( N_{i+\frac{1}{2},r}^m, M_{i+\frac{1}{2},r}^m \right) \text{ if } x \leq (i + \frac{1}{2})\delta x
\end{pmatrix}
\]

• Where the entropy condition is needed, i.e. if \( M_{i,l}^m - 1 \leq 0 \leq M_{i+1,r}^m - 1 \) (and \( M_{i,l}^m \neq M_{i+1,r}^m \)) or if \( M_{i,l}^m + 1 \leq 0 \leq M_{i+1,r}^m + 1 \) (and \( M_{i,l}^m \neq M_{i+1,r}^m \)), the flux is replaced by a Rusanov flux.

\[
\begin{pmatrix}
    f_{N,i+1}^n \\
    f_{Γ,i+1}^n
\end{pmatrix}
= \mathbf{F}
\begin{pmatrix}
    \left(\begin{array}{c}
        N_{i+\frac{1}{2},l}^m \\
        Γ_{i+\frac{1}{2},l}^m \\
    \end{array}\right),
    \left(\begin{array}{c}
        N_{i+\frac{1}{2},r}^m \\
        Γ_{i+\frac{1}{2},r}^m
    \end{array}\right)
\end{pmatrix}
= \begin{pmatrix}
    \frac{1}{2} \left( Γ_{i+\frac{1}{2},l}^m + Γ_{i+\frac{1}{2},r}^m \right) \\
    \frac{1}{2} \left( N_{i+\frac{1}{2},l}^m + N_{i+\frac{1}{2},r}^m \right) + \frac{1}{2} \left( Γ_{i+\frac{1}{2},l}^m + Γ_{i+\frac{1}{2},r}^m \right)
\end{pmatrix}
\]

\[
\begin{pmatrix}
    \left( \max \left( \left| M_{i+\frac{1}{2},l}^m \right|, \left| M_{i+\frac{1}{2},r}^m \right| \right) + 1 \right) \left( N_{i+\frac{1}{2},l}^m - M_{i+\frac{1}{2},r}^m \right) \\
    \left( Γ_{i+\frac{1}{2},l}^m - Γ_{i+\frac{1}{2},r}^m \right)
\end{pmatrix}
\]

Finally, the full discretization reads:

\[
N_{i+1}^m = N_{i}^m - \frac{\delta t}{\delta x} \left( f_{N,i+\frac{1}{2}}^n - f_{N,i-\frac{1}{2}}^n \right) + \delta t S_{N,i}^n
\]

\[
Γ_{i}^m = Γ_{i}^m - \frac{\delta t}{\delta x} \left( f_{Γ,i+\frac{1}{2}}^n - f_{Γ,i-\frac{1}{2}}^n \right) + \delta t S_{Γ,i}^n
\]

\[
N_{i+1}^{n+1} = \frac{1}{2} \left( \left( N_i^{n+1} + N_i^n \right) - \frac{\delta t}{\delta x} \left( f_{N,i+\frac{1}{2}}^n - f_{N,i-\frac{1}{2}}^n \right) \right) + \frac{\delta t}{2} \left( S_{N,i}^n + S_{N,i}^{n+1} \right)
\]

\[
Γ_{i+1}^{n+1} = \frac{1}{2} \left( Γ_i^{n+1} + Γ_i^n \right) - \frac{\delta t}{\delta x} \left( f_{Γ,i+\frac{1}{2}}^n - f_{Γ,i-\frac{1}{2}}^n \right) + \frac{\delta t}{2} \left( S_{Γ,i}^n + S_{Γ,i}^{n+1} \right)
\]

where the upper index \( 1, n \) corresponds to the intermediate step of the Heun scheme. \( f_{N,i+\frac{1}{2}}^n, f_{Γ,i+\frac{1}{2}}^n \) are evaluated using the formulas (7), (8), replacing the terms \( (N_i^n)_{i \in Z}, (Γ_i^n)_{i \in Z} \) by \( (N_i^{1,n})_{i \in Z}, (Γ_i^{1,n})_{i \in Z} \). This section only concerns the Initial Value Problem, and we did not consider boundary conditions nor implementation of penalization methods. We used an adaptive time step based on a CFL-like condition : for all \( n \), the time step \( \delta t \) satisfies \( \max \left( \left| M_i^n \right| + 1 \right) \frac{\delta t}{\delta x} = 0.8 \). Besides, as we shall see later, the penalization, which adds discontinuous terms of large amplitude compared to the others, destabilizes the numerical scheme, if these terms are treated explicitly. So we shall need to modify this scheme to deal with these terms implicitly.
4. **First penalty approaches**

4.1. **A first penalty method**

The following penalty approach has been proposed by Isoardi et al. [17] for the problem (1) with Bohm criterion as boundary conditions, which is recalled below:

\[
\begin{align*}
\partial_t N + \partial_x \Gamma &= S_N \\
\partial_t \Gamma + \partial_x \left( \frac{\Gamma^2}{N} + N \right) &= S_\Gamma \\
M(\cdot, -L) &= -1 \quad \text{and} \quad M(\cdot, L) = 1 \\
N(0, \cdot) &= N_0 \quad \text{and} \quad \Gamma(0, \cdot) = \Gamma_0
\end{align*}
\]  

\( (t, x) \in \mathbb{R}^+ \times [-L, L] \)  

(9)

Let \( \chi \) be the characteristic function of the limiter, i.e. \( \chi(x) = 1 \) if \( x \) is inside the limiter, and \( \chi(x) = 0 \) elsewhere, and \( \varepsilon > 0 \) the penalization parameter. The penalized system is given by:

\[
\begin{align*}
\partial_t N + \partial_x \Gamma + \frac{\chi}{\varepsilon} N &= (1 - \chi)S_N \quad \text{in} \ \mathbb{R}^+ \times \mathbb{R} \\
\partial_t \Gamma + (1 - \chi)\partial_x \left( \frac{\Gamma^2}{N} + N \right) + \frac{\chi}{\varepsilon}(\Gamma - M_0N) &= (1 - \chi)S_\Gamma \\
N(0, \cdot) &= N_0 \quad \text{and} \quad \Gamma(0, \cdot) = \Gamma_0
\end{align*}
\]  

(10)

\( M_0 \) is a function such that, at the plasma-limiter interface we have \( |M_0| = 1 \). Here, the two components of the unknown are penalized although there is no incoming wave. At least formally, \( N \) is enforced to converge to 0 inside the limiter when \( \varepsilon \) tends to 0, whereas \( \Gamma \) is enforced to \( M_0N \) inside the limiter satisfying the Bohm criterion.

The flux of the second equation is cut inside of the limiter, and this causes some troubles from the mathematical point of view. Indeed, the system (10) is an hyperbolic system with discontinuous coefficients and the meaning of the term

\[
(1 - \chi)\partial_x \left( \frac{\Gamma^2}{N} + N \right)
\]

is not clear because it can involve the product of a measure with a discontinuous function which has no distributional sense. As a confirmation of this fact, our numerical tests show the existence of a strong singularity at the interface for the numerical discrete solution. Concerning the interpretation of this numerical singularity, it could happen (but we don't have any rigorous proof and this is just an open question) that this system admits generalized solutions in the spirit of Bouchut-James [7] (see also Poupaud-Rascle [21], or Fornet-Guès [10]) such as measure-valued solutions, which can for example exhibit a Dirac measure at the interface, and this generalized solution could be selected by the numerical approximation process.

We choose \( S_N \) and \( S_\Gamma \) so that the following functions define a solution of the boundary value problem (1):

\[
N(t, x) = \exp \left( \frac{-x^2}{0.16(t + 1)} \right) \\
\Gamma(t, x) = \sin \left( \frac{\pi x}{0.8} \right) \exp \left( \frac{-x^2}{0.16(t + 1)} \right)
\]  

(11)

This test solution is regular (at least inside the plasma area) and has no singularity at the plasma-limiter interface. The computational domain is \( x \in [0, 0.5] \) where the limiter set is \( x \in [0.4, 0.5] \) (see Fig. 2).

We perform a mesh convergence study with a fixed value for \( \varepsilon = 10^{-3} \), using the numerical scheme presented in Section 3. In Fig. 3, we observe that a peak appears very quickly near the plasma-limiter interface. Then, \( |M_0^n| \) becomes very large (about \( 10^5 \)) within a few points. When the resolution increases, the peak is nearer and nearer to the plasma-limiter interface and appears earlier and earlier. We stop the computations when \( \max_{i \in \{1, \ldots, J\}}(|M_0^n|) > 10 \) but similar results have been obtained when the stop criterion is \( \max_{i \in \{1, \ldots, J\}}(|M_0^n|) > 100 \). This leads us to believe that, if the solution converges to a generalized solution of the continuous problem, then this generalized solution must have a singularity supported by the interface (that could be a Dirac measure for example). We notice that the presence of a Dirac measure at the interface is not only a theoretical issue since it has been observed numerically and that the Dirac measure destabilizes the numerical scheme. In the following section, we propose a modification of the boundary value problem to obtain a well-posed version.
A second motivation to modify the penalization approach, is the fact that the hyperbolic boundary value problem (1) does not satisfy the conditions to apply usual well-posedness results, as already explained in section 2.

4.2. Penalization of the two fields for the modified boundary conditions

Obviously, the plasma density inside the limiter has to be negligible. So, we may expect that the penalization enforces $N$ to 0 inside the limiter. The issue yields that the hyperbolic system is not valid when $N = 0$. First, we tried to penalize only $N$ to 0 inside the limiter without imposing any condition on $M$ or $\Gamma$, which implies that $M$ tends to infinity. To ensure the CFL stability condition, the time step must tend to 0. So, if we want to penalize $N$ to 0 inside the limiter, we also need to impose $M$ or $\Gamma$.

The Bohm criterion ($|M| = 1$ at the boundary) comes from the continuous connection of two different physical regimes between the pre-sheath and the sheath part. However hyperbolic system only models the plasma transport in the pre-sheath area where the electroneutrality hypothesis holds. So we consider that, at the boundary of the plasma domain, the Mach number is not exactly equal to $\pm 1$ but to $\pm (1 - \eta)$ for $\eta > 0$ sufficiently small. In the configuration of Fig. 1, we impose $M(t, L) - 1 = -\eta < 0$ and $M(t, -L) + 1 = \eta > 0$, so that we have one incoming wave at the plasma-limiter interfaces $x = \pm L$. We choose these conditions as boundary conditions for the hyperbolic system, and thus model the plasma transport by the following initial boundary-value problem:

$$
\begin{cases}
\partial_t N + \partial_x \Gamma = S_N \\
\partial_t \Gamma + \partial_x \left( \frac{\Gamma^2}{N} + N \right) = S_T \\
M(., -L) = -1 + \eta \text{ and } M(., L) = 1 - \eta \\
N(0, .) = N_0 \text{ and } \Gamma(0, .) = \Gamma_0
\end{cases} \quad (t, x) \in \mathbb{R}_+^* \times [-L, L[ \quad (12)
$$

For this problem, the boundary is not characteristic, and the boundary conditions are maximally dissipative. Hence, the problem has a unique solution which is smooth up to a time $T$ for compatible initial data, see for example [6, 23].

A natural penalized system could be:

$$
\begin{cases}
\partial_t N + \partial_x \Gamma + \frac{\chi}{\varepsilon} N = S_N \\
\partial_t \Gamma + \partial_x \left( \frac{\Gamma^2}{N} + N \right) + \frac{\chi}{\varepsilon} \left( \frac{\Gamma}{M_0} - N \right) = S_T
\end{cases} \quad \text{in } \mathbb{R}_+^* \times \mathbb{R} \quad (13)
$$

In this situation two fields are penalized.

For the numerical convergence analysis, we try to impose the following test solution:

$$
N(t, x) = \exp \left( \frac{-x^2}{0.16(t + 1)} \right) \quad \Gamma(t, x) = M_0 \sin \left( \frac{\pi x}{0.8} \right) \exp \left( \frac{-x^2}{0.16(t + 1)} \right) \quad (14)
$$
Figure 3: $M$ versus $x$ with $\varepsilon = 10^{-3}$, for three different meshes (respectively 1280, 2560 and 10240 cells), using the penalization of Isoardi et al. [17]. The computations are stopped when $\max_{i \in \{1, \ldots, J\}} (|M^n_i|) > 10$, which corresponds to the following times: $t = 0.008822$, $t = 0.004107$ and $t = 0.0015834$. The computational domain was $[0, 0.5]$ and $L = 0.4$ (plasma-limiter interface). At $x = 0$, we impose a symmetry boundary condition (see Fig. 2).
Hence, in formula (13), $S_N$ and $S_T^\gamma$ need to be well chosen. The formula (14) differs from (11) because of the factor $M_0$ in $\Gamma(t, x)$. Besides its regularity, this solution has been chosen because it is not stationary. Obviously, the initial conditions are the traces of the imposed test solution at time $t = 0$.

The numerical tests presented below (see Fig. 4 and 5) have been performed to show that the two fields penalization generates a boundary layer which is captured by the numerical scheme when the mesh step is sufficiently small. The numerical approximation uses a MUSCL-VFRoe ncv with slope limiter and a modified Heun time discretization where the penalized terms are treated implicitly as detailed in Section 3.

The Fig. 4 shows that the limit solution, when $\varepsilon$ tends to 0, is not the regular one imposed in (14) but it appears that $M$ is close to 1 at the plasma-limiter interface (though $M_0 = 1 - \eta = 0.9$). Ghendrih et al. in [13] explain this phenomenon as a consequence of the fact that $N$ is enforced to 0 in the limiter. Finally, as we don’t have the exact solution of (13), for the numerical tests, we consider that the reference solution is the one obtained by our numerical scheme with $\varepsilon = 10^{-20}$.

The boundary layer is characterized by a non optimal convergence rate when $\varepsilon$ vanishes to 0. Usually a boundary layer has a size which decreases when the penalty parameter tends to 0. While, as the boundary layer is too small compared to the mesh step, i.e. when there are not enough cells in the boundary layer to resolve it, the numerical scheme does not capture the boundary layer and the rate of convergence looks sharp. So, in the presence of a boundary layer, when we study the convergence with the penalty parameter (with a fixed mesh step) we first observe a non optimal rate of convergence then the slope increases and we recover the optimal rate for the unresolved boundary layer. Besides, as $M \approx 1$ at the plasma-limiter interface, it appears that there is almost no wave going from the limiter to the plasma which explains why the errors in the plasma (see Fig. 5) seem to be independent of the penalty parameter $\varepsilon$.

In Fig. 5, we notice that:

- For the $L^1$ norm in the limiter, the rate of convergence is in $O(\varepsilon)$.
- For the $L^1$ and the $L^2$ norms in the plasma (for $N$, $\Gamma$ and their $x$-derivatives), the errors remain almost constant.
- For the $x$-derivatives in the $L^2$ norm inside the limiter, the error increases when $\varepsilon$ decreases until $\varepsilon \approx 10^{-5}$ (for $N$, the error is in $O(\varepsilon^{-\frac{1}{2}})$ and for $\Gamma$, the error is in $O(\varepsilon^{-\frac{1}{2}})$). When $\varepsilon$ is smaller than $10^{-5}$ the boundary layer is so small that there is not enough finite volume cells to resolve it, so the numerical scheme behaves as if there was no boundary layer.
- Inside the limiter, for $N$ and $\Gamma$ in the $L^2$ norm, we have a convergence in $O(\sqrt{\varepsilon})$ for $\varepsilon \geq 10^{-5}$ which is also an evidence of the presence of a boundary layer. For $\varepsilon < 10^{-5}$, we recover a convergence in $O(\varepsilon)$ due to the not sufficiently fine mesh.

5. A new and optimal penalty method for the modified boundary conditions

We are now going to describe a volume penalization method for the hyperbolic system (1), that converges to the boundary problem (12). For the theoretical part, since we focus on an initial boundary value problem, we work in the domain $x < 0$ as the plasma area and $x > 0$ for the fictitious domain (i.e., the limiter set). We begin with a change of unknown to get an homogeneous Dirichlet boundary condition by defining:

$$\tilde{u}(t, x) = \ln (N(t, x))$$

$$\tilde{v}(t, x) = \frac{\Gamma(t, x)}{N(t, x)} - M_0$$

The new system reads:

$$\begin{cases}
\partial_t \tilde{u} + (M_0 + \tilde{v}) \partial_x \tilde{u} + \partial_x \tilde{v} = S_\tilde{u} \\
\partial_t \tilde{v} + \partial_x \tilde{u} + (M_0 + \tilde{v}) \partial_x \tilde{v} = S_\tilde{v}
\end{cases} \quad \text{in} \quad \mathbb{R}^+_t \times \mathbb{R}^-_x \quad \text{(15)}$$

Boundary condition: $\tilde{v}(., 0) = 0$
Initial conditions: $\tilde{u}(0, .)$ and $\tilde{v}(0, .)$ are known
with the source terms $S_u = \frac{1}{N}S_N$ and $S_\bar{v} = \frac{1}{N}S_\Gamma = \frac{M}{N}S_N$.

We use a method developed in the semi-linear case by Fornet and Guès [11]. Although the system (15) is quasi-linear (and not semi-linear), the method can be extended to this case. An interesting feature of the method is that it yields a convergence result without generation of a boundary layer inside the limiter.

We assume that $M_0$ is a constant such that $0 < M_0 < 1$. The plasma corresponds to the region $x < 0$ and the limiter in the region $x > 0$. We denote by $\chi$ the characteristic function associated to the limiter, $\chi(x) = 1$ if the point $x$ is in the limiter (i.e. $x > 0$), otherwise, $\chi(x) = 0$. The penalized system is the following one:

\[
\begin{aligned}
\frac{\partial_t u}{\partial_t \bar{v}} + (M_0 + \bar{v})\frac{\partial_x u}{\partial_x \bar{v}} = S_u & \\
\frac{\partial_t \bar{v}}{\partial_t \bar{v}} + \frac{\partial_x u}{\partial_x \bar{v}} + (M_0 + \bar{v})\frac{\partial_x \bar{v}}{\partial_x \bar{v}} + \chi & = \frac{\bar{v}}{\varepsilon M_0} = S_\bar{v} \\
\bar{u}(0,.) \text{ and } \bar{v}(0,.) \text{ are given}
\end{aligned}
\tag{16}
\]

5.1. Asymptotic expansion of the solution

We show that a formal asymptotic expansion of a regular solution can be built at any order and without boundary layer term. The method consists in looking for solutions of (16) of the form:

\[
\begin{aligned}
\forall t \geq 0, \forall x \in \mathbb{R}, & \bar{u}_\varepsilon(t,x) \sim \begin{cases} 
\sum_{n=0}^{+\infty} \varepsilon^n u^{n,-}(t,x) & \text{if } x \leq 0 \\
\sum_{n=0}^{-\infty} \varepsilon^n u^{n,+}(t,x) & \text{if } x \geq 0
\end{cases} \\
\bar{v}_\varepsilon(t,x) \sim \begin{cases} 
\sum_{n=0}^{+\infty} \varepsilon^n v^{n,-}(t,x) & \text{if } x \leq 0 \\
\sum_{n=0}^{-\infty} \varepsilon^n v^{n,+}(t,x) & \text{if } x \geq 0
\end{cases}
\end{aligned}
\]

We make the following assumptions:

- The initial condition is smooth.
- $M_0 \in [0,1]$ does not depend on $(t,x)$
- $V(t,x) \in \mathbb{R}^+ \times \mathbb{R}, (M_0 + V^{0,\pm}(t,x))^2 < 1$
- $\forall n \in \mathbb{N}, u^{n,-}(.,0) = u^{n,+}(.,0)$ and $V^{n,-}(.,0) = V^{n,+}(.,0)$.

Figure 4: Plot of $N$, $\Gamma$, and $M$ as functions of $x$ at $t = 1$ with the two fields penalty method at the left for $\varepsilon = 0.1$ and $\varepsilon = 10^{-5}$. The continuous lines represent the numerical solutions whereas the dotted lines corresponds to the reference solution (when $\varepsilon = 10^{-20}$). The limiter corresponds to the area $x \in [0.4,0.5]$. The computational domain is the one presented in Fig. 2. The mesh step is $\delta x = 10^{-5}$. 
5 AN OPTIMAL PENALTY METHOD FOR THE MODIFIED BOUNDARY CONDITIONS

Figure 5: Errors for $N$, $\partial_x N$, $\Gamma$ and $\partial_x \Gamma$ in $L^1$ and $L^2$ norms with the two fields penalty method, see (13). The dashed lines represent respectively the curves $\epsilon^{-\frac{1}{2}}, \epsilon^{-\frac{1}{4}}, \epsilon^{1/4}, \epsilon^{1/2}$ and $\epsilon$. The mesh step is $\delta x = 10^{-5}$.
The source terms $S_u$ and $S_v$ do not depend on $\tilde{u}_c^\pm$ and $\tilde{v}_c^\pm$.

The first and the fourth hypotheses are not essential: we could consider that $M_0$ vary with $(t, x)$ assuming that there exists some $c > 0$ such that, for all $(t, x)$, $0 < c < M(t, x) < 1$. The third hypothesis means that the continuity on $\tilde{u}_c$ and $\tilde{v}_c$ is also reported on each term of the asymptotic expansion.

Plugging $\tilde{u}_c$ and $\tilde{v}_c$ in the penalized hyperbolic problem (16) gives:

$$
\sum_{n=0}^{+\infty} \varepsilon^n \partial_t U^n,\pm + M_0 \sum_{n=0}^{+\infty} \varepsilon^n \partial_x U^n,\pm + \sum_{n=0}^{+\infty} \varepsilon^n \nabla^n \varepsilon^k \partial_x U^n,\pm + \sum_{n=0}^{+\infty} \varepsilon^n \partial_x V^n,\pm = S_u
$$

$$
\sum_{n=0}^{+\infty} \varepsilon^n \partial_t V^n,\pm + \sum_{n=0}^{+\infty} \varepsilon^n \partial_x U^n,\pm + M_0 \sum_{n=0}^{+\infty} \varepsilon^n \partial_x V^n,\pm + \sum_{n=0}^{+\infty} \varepsilon^n \partial_x V^n,\pm + \sum_{k=0}^{+\infty} \varepsilon^n \partial_v V^n,\pm + \frac{\chi}{\varepsilon} \sum_{n=0}^{+\infty} \varepsilon^n V^n,\pm = S_v
$$

Ordering the terms, we obtain:

$$
\sum_{n=0}^{+\infty} \varepsilon^n \left( \partial_t U^n,\pm + M_0 \partial_x U^n,\pm + \sum_{k=0}^{n} \varepsilon^n \nabla^n \varepsilon^k \partial_x U^n-k,\pm + \partial_x V^n,\pm \right) = S_u
$$

$$
\frac{1}{\varepsilon} \sum_{n=0}^{+\infty} \varepsilon^n \left( \partial_t V^n,\pm + \partial_x U^n,\pm + M_0 \partial_x V^n,\pm + \sum_{k=0}^{n} \varepsilon^n \nabla^n \varepsilon^k \partial_x V^n-k,\pm + \partial_x V^n,\pm + \frac{\chi}{\varepsilon} \sum_{n=0}^{+\infty} \varepsilon^n V^n,\pm \right) = S_v
$$

Term in $\varepsilon^{-1}$.

If $x > 0$: We have $V^{0,+,0}(x, x) = 0$ (for all $x > 0$).

Now, we consider the induction hypothesis: $(\mathcal{H}^n) : \forall k \leq n, (U^{k,+,\pm}, V^{k,\pm})$ are well-defined on $[0, T[ \times \mathbb{R}$ and $V^{n+1,+,+}$ is well-defined on $]0, T[ \times \mathbb{R}^+$ for some $T > 0$ independent of $n$.

Proof of the initial assumption $(\mathcal{H}^0)$, studying the terms in $\varepsilon^0$:

For $x < 0$ ($\chi(x) = 0$):

From the equations (17) and (18), we have:

$$
\partial_t U^{0,+,0} + M_0 \partial_x U^{0,+,0} + V^{0,+,0} \partial_t U^{0,+,0} + \partial_x V^{0,+,0} = S_u \quad \text{in } \mathbb{R}_+ \times \mathbb{R}_-
$$

$$
\partial_t V^{0,+,0} + \partial_x U^{0,+,0} + M_0 \partial_x V^{0,+,0} + V^{0,+,0} \partial_x V^{0,+,0} = S_v
$$

$$
V^{0,+,0}(x, 0) = 0 \quad (by \text{continuity})
$$

Since the boundary is non characteristic and the boundary conditions are maximally strictly dissipative, the system is well-posed and has a unique regular solution up to a time $T$ sufficiently small for compatible initial data [6, 23]. A definition of maximally strictly dissipative boundary condition can be found in the chapter 3 of [6].

Now, we consider the case $x > 0$ ($\chi(x) = 1$):

Taking into account that $\forall(t, x) \in \mathbb{R}_+ \times \mathbb{R}^+, V^{0,+,0}(t, x) = 0$, we have

$$
\partial_t U^{0,+,0} + M_0 \partial_x U^{0,+,0} = S_u \quad \text{in } ]0, T[ \times \mathbb{R}_+
$$

$$
U^{0,+,0}(x, 0) = 0 \quad (by \text{continuity})
$$

$$
\partial_x U^{0,+,0} = S_v - \frac{V^{1,+,0}}{M_0}
$$

The hyperbolic equation is well-posed (as $M_0 > 0$, we have one incoming field and one boundary condition), so $U^{0,+,0}$ and $V^{1,+,0}$ are well-defined on $]0, T[ \times \mathbb{R}^+$.

Proof of the induction step $(\mathcal{H}^{n-1} \Rightarrow \mathcal{H}^n)$:

Assuming $\mathcal{H}^{n-1}$, by using the terms in $\varepsilon^n$, one gets:

$$
\partial_t U^n,\pm + M_0 \partial_x U^n,\pm + \sum_{k=0}^{n} V^{k,\pm} \partial_x U^n-k,\pm + \partial_x V^n,\pm = 0
$$

$$
\partial_x V^n,\pm + \partial_x U^n,\pm + M_0 \partial_x V^n,\pm + \sum_{k=0}^{n} V^{k,\pm} \partial_x V^n-k,\pm + \partial_x V^n,\pm + \frac{\chi}{\varepsilon} \sum_{n=0}^{+\infty} \varepsilon^n V^n,\pm = 0
$$
If \( x < 0 \) (\( \chi(x) = 0 \)):

\[
\partial_t U^{n,-} + M_0 \partial_x U^{n,-} + \sum_{k=0}^{n} V^{k,-} \partial_x U^{n-k,-} + \partial_x V^{n,-} = 0
\]

\[
\partial_t V^{n,-} + \partial_x U^{n,-} + M_0 \partial_x V^{n,-} + \sum_{k=0}^{n} V^{k,-} \partial_x V^{n-k,-} = 0
\]

Hence, the hyperbolic system gives by sorting according to the powers of \( \varepsilon \):

\[
\partial_t U^{n,-} + (M_0 + V^{0,-}) \partial_x U^{n,-} + \partial_x V^{n,-} = -\sum_{k=1}^{n} V^{k,-} \partial_x U^{n-k,-}
\]  in \( ]0, T[ \times \mathbb{R}^-_x \)

\[
\partial_t V^{n,-} + \partial_x U^{n,-} + (M_0 + V^{0,-}) \partial_x V^{n,-} = -\sum_{k=1}^{n} V^{k,-} \partial_x V^{n-k,-}
\]

\( U^{n,-}(0, \cdot) \) and \( V^{n,-}(0, \cdot) \) are known

\( V^{n,-}(0, 0) = V^{n, +}(0, 0) \) (thanks to \( \mathcal{K}^{n-1} \) and the continuity relation)

As this system is non characteristic and has maximally dissipative boundary conditions we can deduce that it is well-posed. Besides, since the system is linear, the solutions are defined on the whole interval of time \([0, T[\), for compatible initial data \([6, 23] \). Hence \( U^{n,-} \) and \( V^{n,-} \) are uniquely defined.

For \( x > 0 \) (\( \chi(x) = 1 \)):

In this area, \( V^{0, +} = 0 \) and \( V^{n, +} \) are known. From the equations (17) and (18):

\[
\partial_t U^{n, +} + M_0 \partial_x U^{n, +} + \sum_{k=1}^{n} V^{k, +} \partial_x U^{n-k, +} + \partial_x V^{n, +} = 0
\]

\[
\partial_t V^{n, +} + \partial_x U^{n, +} + M_0 \partial_x V^{n, +} + \sum_{k=1}^{n-1} V^{k, +} \partial_x V^{n-k, +} + \frac{V^{n+1, +}}{M_0} = 0
\]

So, we find a linear hyperbolic problem which has a unique solution:

\[
\partial_t U^{n, +} + M_0 \partial_x U^{n, +} = -\sum_{k=1}^{n} V^{k, +} \partial_x U^{n-k, +} - \partial_x V^{n, +}
\]  in \( ]0, T[ \times \mathbb{R}^+_x \)

\( U^{n, +}(0, \cdot) \) is known

\( U^{n, +}(0, 0) = U^{n, -}(0, 0) \) by continuity

Then, we can compute \( V^{n+1, +} \) using the following relation:

\[
V^{n+1, +} = -M_0 \left( \partial_t V^{n, +} + \partial_x U^{n, +} + M_0 \partial_x V^{n, +} + \sum_{k=1}^{n-1} V^{k, +} \partial_x V^{n-k, +} \right)
\]

Hence, the property \( \mathcal{K}^n \) is true.

At this stage, we have constructed an asymptotic expansion free of boundary layer. To have a complete result, we need to ensure that this asymptotic expansion converges to the solution of the limit problem at the rate \( \mathcal{O}(\varepsilon) \).

To provide a rigorous result, we change the context of the problem in order to avoid a compatibility issue for the initial condition. We consider instead that the solution exists in the past, i.e. for \( t \in ]-T_0, 0[ \) with \( T_0 > 0 \).
This leads to a slightly different problem:
\[
\begin{cases}
\partial_t \left( \begin{array}{c}
\bar{u} \\
\bar{v}
\end{array} \right) + A(\bar{u}, \bar{v}) \partial_x \left( \begin{array}{c}
\bar{u} \\
\bar{v}
\end{array} \right) + \frac{\chi}{M_0 \varepsilon} P \left( \begin{array}{c}
\bar{u} \\
\bar{v}
\end{array} \right) = \left( \begin{array}{c}
S_u \\
S_v
\end{array} \right) & \text{in } ]-T_0, +\infty[ \times \mathbb{R} \\
\bar{u}|_{-T_0,0} = 0 \text{ and } \bar{v}|_{-T_0,0} = 0
\end{cases}
\]

Where \( S_u \) and \( S_v \) are source terms. In our case, the matrix \( A(\bar{u}, \bar{v}) \) and \( P \) writes:
\[
A(\bar{u}, \bar{v}) = \left( \begin{array}{cc}
M_0 + \bar{v} & 1 \\
1 & M_0 + \bar{v}
\end{array} \right), \quad P = \left( \begin{array}{cc}
0 & 0 \\
0 & 1
\end{array} \right)
\]

The coefficients of the matrix \( A(\cdot) \) are indefinitely differentiable. For all \( \bar{u}, \bar{v} \), \( A(\bar{u}, \bar{v}) \) is symmetric. \( P \) is a constant projection matrix in \( M_{2 \times 2}(\mathbb{R}) \) satisfying: for all \( (\bar{u}, \bar{v})^T \in \ker P \), the quadratic form \( U \mapsto (A(\bar{u}, \bar{v})U, U) \) is positive definite on \( \ker P \) and \( \dim \ker P \) is maximal for this property (in our case, \( \dim \ker P = 1 \)). This assumption means, by definition (see [6]), that the condition \( P \left( \begin{array}{c}
\bar{u} \\
\bar{v}
\end{array} \right) = 0 \) is a maximally dissipative boundary condition at \( x = 0 \) for the boundary value problem below:
\[
\begin{cases}
\partial_t \left( \begin{array}{c}
\bar{u} \\
\bar{v}
\end{array} \right) + A(\bar{u}, \bar{v}) \partial_x \left( \begin{array}{c}
\bar{u} \\
\bar{v}
\end{array} \right) = \left( \begin{array}{c}
S_u \\
S_v
\end{array} \right) & \text{in } ]-T_0, T[ \times \mathbb{R}^- \\
\bar{u}(\cdot,0) = \bar{u}_0, \bar{v}(\cdot,0) = \bar{v}_0 & \text{on } ]-T_0, T[ \times \mathbb{R}^- 
\end{cases}
\]

Then, using techniques similar to [11], we can prove the following theorem [5]:

**Theorem 5.1.** There exist \( T > 0 \) sufficiently small and \( \varepsilon_0 > 0 \) such that both the penalized problem (19), for all \( 0 < \varepsilon < \varepsilon_0 \), and the boundary value problem (20) admit a regular solution, respectively \( \bar{u}, \bar{v} \) on \( ]-T_0, T[ \times \mathbb{R}^- \) and \( U^{0,-}, V^{0,-} \) on \( ]-T_0, T[ \times \mathbb{R}^- \).

Moreover, we have the following error estimates:
\[
\forall s \in \mathbb{N}, \quad \|\bar{u} - U^{0,-}\|_{H^s(-T_0,T[ \times \mathbb{R}^-)} = O(\varepsilon) \\
\|\bar{v} - V^{0,-}\|_{H^s(-T_0,T[ \times \mathbb{R}^-)} = O(\varepsilon)
\]

Returning to the conservative variables, the penalized problem writes:
\[
\begin{cases}
\partial_t N + \partial_x \Gamma = S_N \\
\partial_t \Gamma + \partial_x \left( \frac{\Gamma^2}{N} + N \right) + \frac{\chi}{\varepsilon} \left( \frac{\Gamma}{M_0} - N \right) = S_T 
\end{cases} \quad \text{in } \mathbb{R}^+_T \times \mathbb{R}
\]

As \( N > 0 \), the system (21) is equivalent to (16) for Lipschitz solutions. It follows from the theorem 5.1 that (21) admits a unique solution \( N, \Gamma \) and we have:

**Corollary 5.1.**
\[
\forall s \in \mathbb{N}, \quad \|N - N^{0,-}\|_{H^s(-T_0,T[ \times \mathbb{R}^-)} = O(\varepsilon) \\
\||\Gamma - \Gamma^{0,-}\|_{H^s(-T_0,T[ \times \mathbb{R}^-)} = O(\varepsilon)
\]

where \( N^{0,-}, \Gamma^{0,-} \) is the solution of
\[
\begin{cases}
\partial_t N^{0,-} + \partial_x \Gamma^{0,-} = N^{0,-} S_u \\
\partial_t \Gamma^{0,-} + \partial_x \left( \frac{\Gamma^{0,-}^2}{N^{0,-}} + N^{0,-} \right) = N^{0,-} S_n + \Gamma^{0,-} S_u \\
\frac{\Gamma^{0,-}(\cdot,0)}{N^{0,-}(\cdot,0)} = M_0 \quad \text{on } x = 0
\end{cases} \quad \text{in } \mathbb{R}^+_T \times \mathbb{R}
\]
5. Numerical tests for a one-side limiter

In the form (21), it is easy to use the former finite volume code, as detailed in section 3, to compute the solutions of the hyperbolic problem. To avoid a stability issue, the penalized terms have to be treated implicitly. So, for the numerical simulations we use a semi-implicit time discretization based on the Heun scheme. We recall from Section 3 that $N^i_1$ and $\Gamma^i_1$ approximate respectively the mean values of $N$ and $\Gamma$ over the cell $i$ (whose center is at $x = i\delta x$), at the time $t = t_n$. Then $f^i_{N,i+\frac{1}{2}}$ and $f^i_{\Gamma,i+\frac{1}{2}}$ are the numerical fluxes for $N$ and $\Gamma$ at the time $t_n$, at the interface of the cells $i$ and $i + 1$: they are computed with the VF Roe ncv scheme with second order extension as described in the subsection 3.2, see the formulas (7), (8). The upper index 1, $n$ corresponds to the intermediate step of the Heun scheme.

\[
N^{i,n}_1 = N^n_i - \frac{\delta t}{\delta x} \left( f^n_{N,i+\frac{1}{2}} - f^n_{N,i-\frac{1}{2}} \right) + \delta t S^n_{N,i} / \left( 1 + \delta t \frac{\chi}{M_0 \varepsilon} \right)
\]
\[
\Gamma^{i,n}_1 = \frac{\Gamma^n_i - \frac{\delta t}{\delta x} \left( f^n_{\Gamma,i+\frac{1}{2}} - f^n_{\Gamma,i-\frac{1}{2}} \right) + \delta t \frac{\chi}{\varepsilon} N^{i,n}_1 + \delta t S^n_{\Gamma,i}}{1 + \delta t \frac{\chi}{M_0 \varepsilon}}
\]
\[
N^{i,n+1} = \frac{1}{2} (N^{i,n}_1 + N^n_i) - \frac{\delta t}{2 \delta x} \left( f^{i,n}_{N,i+\frac{1}{2}} - f^{i,n}_{N,i-\frac{1}{2}} + f^n_{N,i+\frac{1}{2}} - f^n_{N,i-\frac{1}{2}} \right) + \delta t \frac{\varepsilon}{2} S^{n+1}_{N,i} / \left( 1 + \delta t \frac{\chi}{M_0 \varepsilon} \right)
\]
\[
\Gamma^{i,n+1} = \frac{1}{2} (\Gamma^{i,n}_1 + \Gamma^n_i) - \frac{\delta t}{2 \delta x} \left( f^{i,n}_{\Gamma,i+\frac{1}{2}} - f^{i,n}_{\Gamma,i-\frac{1}{2}} + f^n_{\Gamma,i+\frac{1}{2}} - f^n_{\Gamma,i-\frac{1}{2}} \right) + \delta t \frac{\chi}{\varepsilon} N^{i,n+1}_1 + \delta t \frac{\varepsilon}{2} S^{n+1}_{\Gamma,i} / \left( 1 + \delta t \frac{\chi}{M_0 \varepsilon} \right)
\]

The computational domain is $[0, 0.5]$ with a symmetry boundary condition at $x = 0$ and the limiter set corresponds to $x \in [0.4, 0.5]$ (see Fig. 2). We study two test cases:

- The first case with the regular solution (14), that we recall here:

  \[
  N(t, x) = \exp \left( -\frac{x^2}{0.16(t + 1)} \right) \quad \Gamma(t, x) = M_0 \sin \left( \frac{\pi x}{0.8} \right) \exp \left( -\frac{x^2}{0.16(t + 1)} \right)
  \]

  and $S_N, S_\Gamma$ are well chosen such that $N, \Gamma$ is solution to (12) in the plasma area. As we have an expression of the exact solution (when $\delta x$ and $\delta t$ tend to 0) of the limit problem (when $\varepsilon$ tends to 0), the evaluation of the error and the convergence analysis would be easy.

- And with stationary solutions (as it has been studied in [17]).

We analyze the convergence when the penalization parameter $\varepsilon$ tends to 0 using a uniform spatial mesh of step $\delta x = 10^{-5}$. We calculate the error in $L^1$ and $L^2$ norms for $N$, $\partial_x N$, $\Gamma$, and $\partial_x \Gamma$. The goal is to confirm numerically the absence of boundary layer with an optimal rate of convergence as $O(\varepsilon)$.

One of the main difficulties for the implementation of the penalization, is the choice of boundary conditions at $x = 0.5$ which is necessary for the numerical scheme. As only $\Gamma$ is penalized, we need a transparent boundary condition for $N$. For the numerical tests, the boundary condition comes from the first order of the asymptotic expansion. We performed the computations up to $t = 1$ with an adaptive time step so that the CFL-like condition is always satisfied. The results are plotted in Fig. 6. In Fig. 7, we observe that the optimal rate of convergence $O(\varepsilon)$ is reached for the $L^1$ norm of error, even for the derivatives. In the $L^2$ norm, for the $x$-derivative of $N$ in the limiter, the rate of convergence seems non optimal but it can be partially explained by the difficulties to find a good artificial boundary condition at $x = 0.5$ (hence the problem is not localized next to the limiter, but at $x \approx 0.5$). The anomaly inside the plasma area might also be caused by the non compatibility of the initial condition at the plasma-limiter interface.

The same numerical results in $O(\varepsilon)$ are obtained if the penalty term in (21) is replaced by

\[
\frac{\chi}{\varepsilon} \left( \frac{\Gamma}{N} - M_0 \right)
\]
see [4].

The stationary solution has been experimented for the problem considering that \( S_N = (1 - \chi)S \) and \( S_T = 0 \):

\[
\Gamma(x) = Sx \quad \text{and} \quad N(x) = 0.2S \left( \frac{1}{M_0 + M_0} \right) + \frac{S}{2} \left( 0.4 \left( \frac{1}{M_0 + M_0} \right) \right)^2 - 4x^2.
\]

This case has been studied by Isoardi et al. [17] with \( M_0 = 1 \) and with quite coarse meshes (\( \delta x = 0.01 \)). Though the boundary condition \( M = 1 \) prevents us from using classical well-posedness theorems, the computations converge to the stationary solution. This might be due to the fact that the numerical scheme adds numerical diffusion. Tests have been conducted with \( \delta x \) up to \( 5 \cdot 10^{-4}, \varepsilon = 10^{-3} \) or \( 10^{-7} \) and \( M_0 = 0.9, 0.99 \) or even 1. The numerical solution inside the plasma domain converges towards the stationary solution and, inside the limiter, \( N \) is constant but not null, as predicted by the asymptotic expansion. One test case has been represented in the Fig. 8.

This penalty method does not enforce \( N = 0 \) inside the limiter, which implies that the variables \( N \) and \( \Gamma \) do not have any physical meaning in this area. Another point of view is to consider that this penalty method does not model the plasma-limiter interface but represents the boundary between the pre-sheath and the sheath.

### 5.3. Penalization for a two-sides limiter

The new penalty method presented above assumes that only one side of the limiter is in interaction with the plasma. To provide a more realistic model as presented in [17], we consider now that the limiter has two sides. As the \( x \)-axis follows a magnetic field line, which is a loop interrupted by the limiter, in this configuration, we can impose periodic boundary conditions.

From the term of order 0 in the asymptotic expansion, we deduce that information is propagating from the plasma-limiter interface to the interior of the limiter. But the limiter has now two faces, and no information must pass through it. To avoid this phenomenon, we multiply the flux by a smooth function \( \alpha \), which is null in the central area inside the limiter and \( \alpha = 1 \) elsewhere. The system obtained is still well-posed because of the smoothness of \( \alpha \). For the numerical tests, the domain is \( x \in ]-0.5, 0.5[ \) and the limiter set corresponds to \( x \in [-0.1, 0.1] \) (see Fig. 9).

Now the penalized hyperbolic problem reads:

\[
\begin{cases}
\partial_t N + \partial_x \alpha \Gamma = S_N \\
\partial_t \Gamma + \partial_x \left( \alpha \left( \frac{\Gamma^2}{N} + N \right) \right) + \text{sign}(-x) \frac{\chi}{\varepsilon} \left( \frac{\Gamma}{M_0} - N \right) = S_T
\end{cases}
\quad \text{in } \mathbb{R}^+_x \times ]-0.5, 0.5[ \tag{23}
\]
Figure 7: Errors for $N$, $\partial_x N$, $\Gamma$ (or $G$) and $\partial_x \Gamma$ in $L^1$ and $L^2$ norms with the boundary layer free penalization. The dashed lines represent the curves $\varepsilon^{1/4}, \varepsilon^{1/2}$ and $\varepsilon$. The mesh step is $\delta x = 10^{-5}$. 
Figure 8: Plot of $N$, $\Gamma$ and $M$ as functions of $x$ (at $t = 1$) with the boundary-layer free penalty method (the initial data is the stationary solution). The exact solution corresponds to the gray continuous line. The limiter corresponds to the area $x \in [0.4, 0.5]$, see Fig. 2. We consider $\varepsilon = 10^{-3}$ and $M_0 = 0.99$. 
For $\alpha$, we use the following expression:

$$\alpha(x) = \begin{cases} 
1 & \text{if } x \in ]-0.5, -0.075] \\
\frac{1}{2} \tanh \left(0.060 \left(\frac{-1}{x - 0.015} - \frac{1}{x - 0.075}\right)\right) + \frac{1}{2} & \text{if } x \in [-0.075, -0.015[ \\
0 & \text{if } x \in [-0.015, 0.015[ \\
\frac{1}{2} \tanh \left(0.060 \left(\frac{1}{x + 0.015} + \frac{1}{x + 0.075}\right)\right) + \frac{1}{2} & \text{if } x \in [0.015, 0.075[ \\
1 & \text{if } x \in [0.075, 0.5] 
\end{cases}$$

Following the idea developed by Greenberg and Le Roux [15], we consider, for the implementation of the solver, that $\alpha$ is an unknown of the system. The new hyperbolic system in the non-conservative form reads:

$$\partial_t \begin{pmatrix} N \\ \Gamma \end{pmatrix} + \begin{pmatrix} 0 & 0 \\ \frac{\Gamma}{\alpha} & \frac{\Gamma^2}{\alpha} + N \end{pmatrix} \partial_x \begin{pmatrix} N \\ \Gamma \end{pmatrix} + \frac{\chi}{\varepsilon} \begin{pmatrix} 0 \\ \frac{\Gamma}{M_0} - N \end{pmatrix} = \begin{pmatrix} S_N \\ S_\Gamma \end{pmatrix}$$

This system is solved using a VFRoe ncv scheme with MUSCL reconstruction, slope limiter and the modified Heun time discretization.

From the numerical tests (see Fig. 10), in the areas where $\alpha$ is close to 0 (but not equal to 0), we observe peaks for the variable $N$. This is not a Dirac measure though: even if the values are large, they remain bounded as the resolution increases. This can be intuitively explained by the order 0 of the asymptotic expansion inside the limiter set: $N$ is mainly governed by a simple transport equation of speed $\alpha M_0$ towards the center of the limiter. So the variable $N$ is transported at the speed $\alpha M_0$ from the boundary and is stopped when $\alpha$ decreases to 0. Hence, this generates the two accumulation areas observed.

The numerical convergence analysis when the penalization parameter tends to 0 (see Fig. 11) leads to the same conclusions as for the one-side limiter model.

5.4. Analysis when $|M_0|$ tends to 1

In the Section 2, we modified the value of $|M_0|$ from 1 to $1 - \eta$ in order to ensure the well-posedness of the system and most of the numerical tests have been performed for $M_0 = 0.9$. The behavior of our optimal penalty model when we approach the characteristic boundary case (i.e. $|M_0| = 1$) is an interesting point and a natural question.

So using the code for the two sides penalization, we tested the values $M_0 = 0.9$ (see Subsection 5.3 and Fig. 11), $M_0 = 0.99$, $M_0 = 0.999$ and $M_0 = 0.9999$ (i.e. $\eta = 0.1, 10^{-2}, 10^{-3}, 10^{-4}$).
6 CONCLUSION

The computations show that (see Fig. 12), for $\varepsilon$ sufficiently small, such that $\varepsilon \leq O(\eta)$, the convergence results are similar. This condition may come from the fact that $|M|$ must be less than 1 and that the penalization error on $M$ is of the order of $\varepsilon$, see the first order of the asymptotic expansion in the Subsection 5.1.

From the theoretical point of view, the limit to the characteristic boundary case of the system (12) remains an open question. The simulations let us think that the numerical solution of the system (23) would converge when $\eta$ tends to 0, but this might be due to the diffusivity of the scheme.

6. Conclusion

A nonlinear hyperbolic initial boundary problem has been studied in this paper. The set of equations is a simplified representation of the parallel plasma transport in the scrape-off layer of a tokamak. An interesting way to take into account the presence of obstacles such as limiter in the tokamak consists in using penalty method.

We first remark that the well posedness of the hyperbolic problem (1) is not guaranteed. In order to ensure the well-posedness, we slightly modify the boundary condition on the Mach number $M$ and we do not impose $N = 0$ at the boundary of the plasma.

In order to approximate the hyperbolic boundary value problem, we propose a carefully chosen penalty method which does not generate any artificial boundary layer: the convergence to the wished boundary value problem is sharp. This is in contrast with the previous approaches already known about this system. This is confirmed by our numerical tests which show an optimal rate of convergence in $O(\varepsilon)$, and also by an asymptotic analysis at any order of regular solutions.

This work has to be extended to a more complete model dealing with the plasma density, the momentum, the energy or the temperature and the electrical current. A penalization of the heat equation has been proposed by Paredes et al. [20] where the equations for $N$ and $\Gamma$ use the two fields penalty methods described in section 4.2. The results from the future simulation codes are expected to provide a better understanding of the wall-plasma interactions in a tokamak and, perhaps, enable to fit the shape of the tokamak.
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Figure 11: Errors for $N$, $\partial_x N$, $\Gamma$ (or $G$) and $\partial_x \Gamma$ in $L^1$ and $L^2$ norms with the boundary layer free penalization and the two sides limiter configuration (see Fig. 9). The dashed lines represent the curves $\varepsilon^{1/4}$, $\varepsilon^{1/2}$ and $\varepsilon$. The error in the plasma area is estimated in the set $x \in [-0.5, -0.1] \cup [0.1, 0.5]$. In the limiter, the place where the error is computed is $x \in [-0.1, -0.075] \cup [0.075, 0.1]$. So, the part where $\alpha(x) \neq 1$ is excluded. Here, $M_0 = 0.9$ and the mesh step is $\delta x = 10^{-5}$. 

(a) $L^1$ error for $N$ in the plasma (+), $N$ in the limiter ($\times$), $\partial_x N$ in the plasma (○) and $\partial_x N$ in the limiter (*)

(b) $L^2$ error for $N$ in the plasma (+), $N$ in the limiter ($\times$), $\partial_x N$ in the plasma (○) and $\partial_x N$ in the limiter (*)

(c) $L^1$ error for $\Gamma$ in the plasma (+), $\Gamma$ in the limiter ($\times$), $\partial_x \Gamma$ in the plasma (○) and $\partial_x \Gamma$ in the limiter (*)

(d) $L^2$ error for $\Gamma$ in the plasma (+), $\Gamma$ in the limiter ($\times$), $\partial_x \Gamma$ in the plasma (○) and $\partial_x \Gamma$ in the limiter (*)
(a) $L^1$ error for $N$ in the plasma ($+$), $N$ in the limiter ($\times$), $\partial_x N$ in the plasma ($\circ$) and $\partial_x N$ in the limiter ($*$). $M_0 = 0.99$ ($\eta = 10^{-2}$).

(b) $L^1$ error for $N$ in the plasma ($+$), $N$ in the limiter ($\times$), $\partial_x N$ in the plasma ($\circ$) and $\partial_x N$ in the limiter ($*$). $M_0 = 0.999$ ($\eta = 10^{-3}$).

(c) $L^1$ error for $N$ in the plasma ($+$), $N$ in the limiter ($\times$), $\partial_x N$ in the plasma ($\circ$) and $\partial_x N$ in the limiter ($*$). $M_0 = 0.9999$ ($\eta = 10^{-4}$).

Figure 12: Errors for $N$, $\partial_x N$, in $L^1$ norm versus $\epsilon$ with the boundary layer free penalization and the two sides limiter configuration (see Fig. 9). The dashed lines represent the curves $\epsilon^{1/4}, \epsilon^{1/2}$ and $\epsilon$. The error in the plasma area is estimated in the set $x \in [-0.5, -0.1] \cup [0.1, 0.5]$. In the limiter, the place where the error is computed is $x \in [-0.1, -0.075] \cup [0.075, 0.1]$. So, the part where $\alpha(x) \neq 1$ is excluded.
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